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Abstract

In this paper we develop a deterministic high order accurate finite-difference WENO solver to the solution of the 1-D

Boltzmann–Poisson system for semiconductor devices. We follow the work in Fatemi and Odeh [9] and in Majorana

and Pidatella [16] to formulate the Boltzmann–Poisson system in a spherical coordinate system using the energy as one

of the coordinate variables, thus reducing the computational complexity to two dimensions in phase space and dra-

matically simplifying the evaluations of the collision terms. The solver is accurate in time hence potentially useful for

time-dependent simulations, although in this paper we only test it for steady-state devices. The high order accuracy and

nonoscillatory properties of the solver allow us to use very coarse meshes to get a satisfactory resolution, thus making it

feasible to develop a 2-D solver (which will be five dimensional plus time when the phase space is discretized) on today�s
computers. The computational results have been compared with those by a Monte Carlo simulation and excellent

agreements have been found. The advantage of the current solver over a Monte Carlo solver includes its faster speed,

noise-free resolution, and easiness for arbitrary moment evaluations. This solver is thus a useful benchmark to check on

the physical validity of various hydrodynamic and energy transport models. Some comparisons have been included in

this paper.
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1. Introduction

The Boltzmann transport equation (BTE) is the basis of the semiclassical description of charged particles

flow in electronic devices. Based on statistical mechanics we study probabilities of charged particles in the

phase space. The BTE for the evolution of a single carrier (electrons) in a semiconductor crystal [11,17]

reads

of
ot

þ 1
�h
rke � rxf � e

�h
E � rkf ¼ Qðf Þ; ð1Þ

where f is the electron probability density function, which depends on time t, space coordinates x and
wavevector k. The parameters �h and e are the Planck constant divided by 2p and the positive electric charge,
respectively. We focus on a band structure with a single valley, if more valleys should be taken into account

one ought to add additional equations of the type in Eq. (1) for the distribution of electrons in each valley.

The band structure of the semiconductor crystal is introduced by the energy-band function eðkÞ. This
function is taken usually as a correction of the parabolic-band approximation using the Kane dispersion
relation and is given by

eðkÞ ¼ 1

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2 ~aa

m� �h
2jkj2

q �h2

m� jkj
2
; ð2Þ

where m� is the effective mass and ~aa is the nonparabolicity factor. The parabolic-band approximation is
obtained from Eq. (2) by setting ~aa to 0.
We are modeling electrons moving in the same symmetry-type of valleys and then f represents an av-

erage probability density function (pdf) among these analogous valleys. Therefore, we neglect intervalley

scatterings and we consider only intravalley scattering mechanisms.
These collisions are due to the thermal bath of phonons produced by the semiconductor crystal. We will

consider two types of scattering mechanisms: acoustic phonon scattering in the elastic approximation and

optical nonpolar phonon scattering with a single frequency x. Therefore, the specific structure of the
collision operator (see [19,27]) based on the semiclassical approach to scattering mechanisms is given by

Qðf Þðt; x; kÞ ¼
Z
R3

Sðk0; kÞf ðt; x; k0Þ
h

� Sðk; k0Þf ðt; x; kÞ
i
dk0 ð3Þ

with

Sðk; k0Þ ¼ K0ðk; k0Þdðeðk0Þ � eðkÞÞ þ Kðk; k0Þ ðnq
h

þ 1Þdðeðk0Þ � eðkÞ þ �hxÞ þ nqdðeðk0Þ � eðkÞ � �hxÞ
i
;

ð4Þ

where the constant nq is the occupation number of phonons given by

nq ¼ exp
�hx
kBTL

� ��
� 1

	�1
;

where kB is the Boltzmann constant and TL is the lattice temperature. The symbol d indicates the usual
Dirac distribution. The exact meaning of Qðf Þ will be clarified below. Let us finally point out that this
choice of scattering mechanisms and band structure is not arbitrary since they are the right choice for the Si

devices.
Eq. (1) is obtained through a mean-field type approximation and thus, the electric field is computed self-

consistently from the density of electrons
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qðt; xÞ ¼
Z

R3

f ðt; x; kÞdk

through the Poisson equation

DV ¼ e

�
qðt; xÞ½ � NDðxÞ�; ð5Þ

E ¼ �rxV ; ð6Þ

where � is the permittivity, NDðxÞ is the doping profile and V is the electric potential. The doping profile
takes into account the impurities due to acceptor and donor ions in the semiconductor device. Eqs. (1), (5)

and (6) are the Boltzmann–Poisson (BP) system for semiconductors.

Semiclassical description of electron flow in semiconductors needs therefore an evolution solver in six

dimensions (plus time if the device is not in steady state) for a truly 3-D device, five dimensions for a 2-

D device and in principle four dimensions for a 1-D device. This heavy computational cost is one of the

reasons why the BP system is usually simulated using Direct Simulation Monte Carlo (DSMC)

methods.

The main advantage of DSMC is the simplicity to introduce the various scattering mechanisms and the
electron energy band structure. In principle, the description of the electron dynamics is very simple. An

electron moves inside the device subject only to the mean electric field (drift process). After a small time step

(mean free time) a random number is drawn and a scattering effect between electron and phonons is

modeled depending on the random value. The two procedures are called until a given predetermined fixed

time t1. Unfortunately, the reconstruction of the distribution function, at a fixed time t1 from the knowledge
of position and velocity of the particles used in the simulation, requires the use of an average. In fact, the

only way to obtain a reasonable distribution function with reduced noise is to have a large number of

particles in the interval ðt1 � n Dt; t1 þ n DtÞ and to choose the number n large enough for the aver-
aging. Of course, the choice of n depends on the number of particles and also on the proximity to an
equilibrium state. One consequence of this is that transient processes are described poorly.

Therefore, a deterministic computation of transients and steady states for the BP system, if possible, is

more reliable than DSMC methods due to the stochastic nature of the latter.

The numerical scheme proposed here for the full Boltzmann–Poisson system yields deterministic nu-

merical results for each time step. It is useful to compare with, not only in the stationary case but also in

time transient, results obtained using different kinetic or hydrodynamic models. For example, in [15] space

homogeneous solutions of the BP system are compared with results obtained using the kinetic equations
(SHE), which are derived from the Boltzmann equation using the spherical harmonic expansion [18]. There

is a good agreement in the stationary case. However when strong time gradients occur, the SHE gives

unsatisfactory and in some cases nonphysical results. Hence, BP simulations can better test and validate

new kinetic or hydrodynamic models.

It is important to notice that today�s realistic simulations of three dimensional devices can be obtained
only using simple models, however the simplest, widely used Drift-Diffusion-Poisson (DDP) model gives

wrong results in the presence of high electric fields.

In this paper we follow the trend towards deterministic reliable solvers for the BP system focusing on the
1-D case. This case due to its cylindrical symmetry can be reduced to an evolution in three dimensions

(position, energy, angle with respect to the force field direction axis). This was first attempted by Fatemi

and Odeh [9]. They wrote the BP system in the parabolic-band approximation in spherical coordinates and

solved the resulting hyperbolic equation using simple first order upwinding methods for the space–mo-

mentum variables with predictor-corrector type methods for the time evolution. Moreover, due to the

singularity of the change of variables they had to take out a small neighborhood of the origin in the
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momentum space with heuristic boundary conditions. Recently, Majorana and Pidatella [16] introduced a

new change of variables valid also for the nonparabolic band case in which the BP system becomes a

conservation law and thus, simpler than that in [9]. Based on this change of variables, Majorana and

Pidatella solved the BP system by a combination of a box method in energy and angle variables and

classical discretization methods for advection equations based on upwinding in the spatial variable. Time

evolution was done by means of implicit predictor-corrector methods. A main advantage of the approach in

[16] is that it has dramatically simplified the evaluations of the collision terms.

In the present paper, we improve the numerical discretization in [16]. The key point is that the change of
variables in [16] translates the BP system into a conservation law in conservative form with a right-hand

side collision term that can be easily evaluated. This conservation law is linear if we disregard the coupling

with Poisson equation. Furthermore, we know that typically in these devices we have regions of very strong

steep spatial gradients due to the existence of sharp discontinuous doping profiles. Linear high order up-

wind methods are known to produce very oscillatory approximations in the vicinity of these regions. On top

of this we would like to have a fast solver in time, purely explicit if possible. This would save the storage

space for the solver and would be a key ingredient if one wants to generalize the solver to 2-D (five di-

mensions plus time when the phase space is discretized). Based on all the above considerations, we have
decided to use a very robust solver for nonlinear conservation laws that is very accurate for smooth so-

lutions but at the same time keeps the nonoscillatory character near shocks or steep gradients regions. The

high order method we use is the fifth order WENO (weighted essentially nonoscillatory) scheme that has

been used extensively in different applications [13,25]. Due to its nonoscillatory character we are able to use

a third order TVD Runge–Kutta explicit method [26] for the time marching algorithm. Therefore, we

present here a space–time accurate fully finite-difference method for the BP system in 1-D. Advantages over

DSMC methods for 1-D are: lower computational cost, noise-free resolution, capability of capturing

transients and studying relaxation to steady states, and explicit computation of the pdf f in the devices and
hence all the moments.

Let usmention that another deterministic approach has been derived very recently for theBP system in 1-D.

This approach is based on series expansion methods for the Boltzmann equation introduced in [20] and ref-

erences therein. ThisGalerkin typemethod is used in themomentumvariable and leads to a hyperbolic system

solved by suitable finite-differences methods in space–time variables [21,22]. Moreover, a direct solver for the

steady-state case has been developed by C. Ringhofer in [23]. Our present solver can be used for studying

steady states bymarching in time until stabilization (see Section 3) butmay be slower than a direct steady-state

solver like the one in [23]. Nevertheless, an explicit time-dependent solver is important to analyze transients
and has less complexity and a smaller storage requirement, hence it might have its advantage over direct

steady-state solvers inmore than one dimension. Finally, wewant tomention another deterministic approach:

particle methods which in some sense can be considered as a middle ground between DSMC methods and

finite-difference methods. They were used for the BP system for semiconductors in [7,8] with the cylindrical

symmetry assumption in 1-D but working with parallel and orthogonal velocities to the electron flow axis

rather than changing to the spherical coordinate system. Although this approach makes it plausible to obtain

pdf plots of the distribution functions for homogeneous regimes, it encounters difficulties in doing so in in-

homogeneous situations in which only angle-averaged pdf�s are well resolved. Also, the results obtained are
noisy in nature (although less noisy than the DSMC results) due to the approximation of the pdf by a com-

bination of Dirac d distributions which is the basis of the method.
The plan of this paper is the following: in Section 2 we review the change of variables in [16] and we

explain the numerical discretization of the resulting system. The rest of the paper is devoted to simulation

and comparison results with other simplified models introduced in the literature. Section 3 focuses

on steady-state results for different diodes: pdf and IV-curves are obtained. The time evolution and re-

laxation towards steady state in these diodes are the objectives of Section 4. Section 5 is devoted to

comparisons between the results given by the BP system using our deterministic solver for steady state in
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diodes and the results given by other classical approximations such as: drift-diffusion, hydrodynamic

models, kinetic relaxation models, and DSMC results.

2. WENO finite-difference method for the BP system

First we obtain a suitable dimensionless formulation in spherical coordinates of the BP system, following

[16]. We then explain our numerical discretization of the BP system based on WENO methods for con-
servation laws.

2.1. The BP system in energy-band-adapted coordinates

Let us consider the coordinate transformation

k ¼
ffiffiffi
2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m�kBTL

p

�h

ffiffiffiffi
w

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ aKw

p
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l2

p
cos/;

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l2

p
sin/; lÞ; ð7Þ

where aK ¼ kBTL~aa, w is a dimensionless energy, l is the cosine of the angle between the wavevector k and the
z-axis and / is the polar angle. We will consider our device in the z-direction with x ¼ ðx; y; zÞ by assuming
that the doping profile and the potential and thus, the force field are only z-dependent.
The advantages of the change of variables are that due to the cylindrical symmetry the resulting dis-

tribution function does not depend on / and the collision operator Qðf Þ is easily evaluated since all the
integrals involving d functions are explicitly computed due to the fact that energy e ¼ kBTLw has become a
variable in the new coordinate system.

Let K� be a dimensional constant parameter of the same order as the kernel K. Here we put a tilde over
the dimensional variables. Let us consider the following set of dimensionless variables:

a ¼ �hx
kBTL

; a ¼ nq þ 1
nq

¼ ea;

~KKðk; k0Þ ¼ K�Kðn; n0Þ; ~KK0ðk; k0Þ ¼ K�nqK0ðn; n0Þ;

t� ¼ 4
ffiffiffi
2

p
p
m� ffiffiffiffiffiffi

m�
p

�h3
ffiffiffiffiffiffiffiffiffiffi
kBTL

p
nqK�

� 	�1
; l� ¼

ffiffiffiffiffiffiffiffiffiffi
kBTL
m�

r
t�;

~tt ¼ t�t; ~xx ¼
ffiffiffi
2

p
l�x;

~NNDð~xxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m�kBTL

p

�h

� �3

NDðxÞ; cp ¼
2

ffiffiffi
2

p

�
e2l2�

m� ffiffiffiffiffiffi
m�

p

�h3
ffiffiffiffiffiffiffiffiffiffi
kBTL

p
;

~EEð~tt; ~xxÞ ¼
ffiffiffi
2

p kBTL
el�

Eðt; xÞ; V ð~tt; ~xxÞ ¼ 2
kBTL

e
Wðt; xÞ;

where n ¼ ðw;/; lÞ. Here z is the spatial coordinate and t is the dimensionless time.
Following [16] we choose for Si devices the value of K� in order to have

K ¼ 1 and K0 ¼ b ’ 5:986;

and then, t� ’ 3:6ps and l� ’ 0:43lm.
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Specifically, given m0 the electron mass, q0 the crystal density, Dtk the optical coupling constant, ul the
sound velocity and Eac the deformation potential, we consider the following table for the numerical values

involved:

In terms of the new variables the unknown f is denoted by F . Let

sðwÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wð1þ aKwÞ

p
ð1þ 2aKwÞ;

Uðt; z;w; lÞ ¼ sðwÞF ðt; z;w; lÞ: ð8Þ

The function U will be the new unknown. The function sðwÞ is proportional to the Jacobian of the coor-
dinate transformation and thus, we can evaluate moments of the distribution function directly from U. The
collision operator in terms of U becomes

CðUÞ ¼ 1

2

Z 1

�1
½bUðt; z;w; l0Þ þ aUðt; z;wþ a; l0Þ þ Uðt; z;w� a; l0Þ�dl0 � 1

sðwÞ ½bsðwÞ þ asðw� aÞ

þ sðwþ aÞ�Uðt; z;w; lÞ: ð9Þ

The variables are

z 2 ½0; L�; w 2 ½0;wmax�; l 2 ½�1; 1�;

where L is the dimensionless length of the device and wmax ¼ �NNa is the maximum value of the energy, which

is adjusted in the numerical experiments such that

F ðt; z;w; lÞ ’ 0 for wPwmax for every t; z; l:

As in [16] a cut was introduced in the collision operator in order to guarantee the mass conservation also in

the numerical approximation. Poisson equation translates into

o2W
oz2

¼ �cp NDðzÞ
�

� p
Z þ1

0

dw
Z 1

�1
dlUðt; z;w; lÞ

	
: ð10Þ

Finally, the BTE equation (1) in conservation form translates into

oU
ot

þ o

oz
a1Uð Þ þ o

ow
a2Uð Þ þ o

ol
a3Uð Þ ¼ sðwÞCðUÞ; ð11Þ

where the fluxes are linear in the f variable but variable dependent and given by

a1 ¼ a1ðw; lÞ ¼
lsðwÞ

ð1þ 2aKwÞ2
; ð12Þ

�hx ¼ 0:063eV TL ¼ 300K
~aa ¼ 0:5 ðeVÞ�1 q0 ¼ 2330Kgm�3

�0 ¼ 8:85419 10�12 Fm�1 � ¼ 11:7 � �0
m� ¼ 0:32 � m0 ul ¼ 9040ms�1

Dtk ¼ 11:4 1010 eVm�1 Eac ¼ 9eV
~KK ¼ Dtk2=ð8p2q0xÞ ~KK0 ¼ kBTLE2ac=ð4p2�hu2lq0Þ
a ¼ 2:43694; a ¼ 11:438
b ¼ 5:986 K� ¼ 1:89405 10�35
nq ¼ 0:0958036
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a2 ¼ a2ðt; z;w; lÞ ¼ �Eðt; zÞ 2lsðwÞ
ð1þ 2aKwÞ2

; ð13Þ

and

a3 ¼ a3ðt; z;w; lÞ ¼ �Eðt; zÞ ð1� l2Þð1þ 2aKwÞ
sðwÞ ð14Þ

with Eðt; zÞ ¼ �ozW.
Let us remark that the coefficients in the fluxes, a1 and a2 are completely smooth assuming E is given and

smooth, in the variables w and l. However, a3 is singular for the zero energy w ¼ 0, although the sðwÞ factor
in the definition of U should compensate this singularity.

The initial value of U is a locally Maxwellian distribution at the temperature TL

Uð0; z;w; lÞ ¼ MsðwÞNDðzÞe�w

with M chosen so that the initial value for the density is equal to the doping NDðzÞ.

2.2. Numerical scheme

Equation (11) is solved by the fifth order conservative finite difference WENO scheme [13] coupled with a

third order TVD Runge–Kutta time discretization [26]. The computational domain is discretized into a

tensor product mesh, and a uniform mesh is taken in each direction:

zi ¼ ði� 1=2ÞDz; i ¼ 1; 2; . . . ;Nz;

wj ¼ ðj� 1=2ÞDw; j ¼ 1; 2; . . . ;Nw;

lk ¼ �1þ ðk � 1=2ÞDl; k ¼ 1; 2; . . . ;Nl;

ð15Þ

where Dz ¼ L=Nz, Dw ¼ wmax=Nw, and Dl ¼ 2=Nl are the mesh sizes in each direction. Notice that wmax is
chosen as an integer multiple of a in (9), and Dw is chosen as a=nmultiple where nmultiple is an integer related to
the resolution in the w direction for the collision term. These choices are taken in order to make the

evaluations of the collision operator in (9) easy without any smearing to the d function. All the values in the
calculation of the collision terms in (9) are located at grid points and thus will not involve any interpo-

lations. The WENO solver also allows a smooth nonuniform mesh which could concentrate points in

specified locations. Notice that the boundaries w ¼ 0 and l ¼ �1 are not grid points, rather they are half a
mesh size away from the first computational grid point. This setup is important for the implementation of

symmetry type boundary conditions.

The approximations to the point values of the solution Uðtn; zi;wj; lkÞ, denoted by Un
i;j;k, are obtained

with a dimension by dimension (not dimension splitting) approximation to the spatial derivatives using fifth

order WENO method in [13]. When approximating o
oz ða1UÞ, for example, the other two variables w and l

are fixed and the approximation is performed along the z-line:

o

oz
a1ðwj; lkÞUðtn; zi;wj; lkÞ
� 

� 1

Dz
ĥhiþ1=2

�
� ĥhi�1=2

�
;

where the numerical flux ĥhiþ1=2 is obtained with the following procedure. Notice that the ‘‘wind direction,’’
namely the sign of the coefficient a1ðwj; lkÞ, is independent of i. Thus when j and k are fixed, the wind
direction is fixed for all i. Let us assume, without loss of generality, that a1ðwj; lkÞ > 0, for otherwise the
procedure would just be a mirror symmetry with respect to iþ 1=2 when computing ĥhiþ1=2. We denote by

hi ¼ a1ðwj; lkÞUðtn; zi;wj; lkÞ; i ¼ �2;�1; . . . ;Nz þ 2;
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where j, k, and n are all fixed. We obtain the numerical flux by

ĥhiþ1=2 ¼ x1ĥh
ð1Þ
iþ1=2 þ x2ĥh

ð2Þ
iþ1=2 þ x3ĥh

ð3Þ
iþ1=2;

where ĥhðmÞiþ1=2 are the three third order fluxes on three different stencils given by

ĥhð1Þiþ1=2 ¼
1

3
hi�2 �

7

6
hi�1 þ

11

6
hi;

ĥhð2Þiþ1=2 ¼ � 1
6
hi�1 þ

5

6
hi þ

1

3
hiþ1;

ĥhð3Þiþ1=2 ¼
1

3
hi þ

5

6
hiþ1 �

1

6
hiþ2;

and the nonlinear weights xm are given by

xm ¼ ~xxmP3

l¼1 ~xxl

; ~xxl ¼
cl

ðe þ blÞ
2
;

with the linear weights cl given by

c1 ¼
1

10
; c2 ¼

3

5
; c3 ¼

3

10
;

and the smoothness indicators bl given by

b1 ¼
13

12
hi�2ð � 2hi�1 þ hiÞ2 þ

1

4
hi�2ð � 4hi�1 þ 3hiÞ2;

b2 ¼
13

12
hi�1ð � 2hi þ hiþ1Þ2 þ

1

4
hi�1ð � hiþ1Þ2;

b3 ¼
13

12
hið � 2hiþ1 þ hiþ2Þ2 þ

1

4
3hið � 4hiþ1 þ hiþ2Þ2:

Finally, e is a parameter to avoid the denominator to become 0 and is taken as e ¼ 10�6 in the computation

of this paper.

Approximations to o
ow ða2UÞ and o

ol ða3UÞ are performed in the same fashion. Notice that again the ‘‘wind
direction’’ is fixed (i.e. the sign of a2 is fixed when zi and lk are fixed, and the sign of a3 is fixed when zi and
wj are fixed), which allows us to use the same simple procedure outlined above.

This finishes the description of the fifth order finite-difference WENO scheme [13] in the current simple

case. As we can see, the algorithm is actually quite simple and there are no parameters to be tuned in the

scheme.
Next we describe the boundary conditions:

• At z ¼ 0 and z ¼ L, we use the standard inflow/outflow boundary conditions. For the 1-D diodes tested

in this paper, the result is not sensitive to the boundary conditions at z ¼ 0 and z ¼ L. Thus, we choose to
implement a reflective boundary condition at z ¼ 0 and z ¼ L. If a1 P 0, then

U1�i;j;k ¼ Ui;j;k; UNxþi;j;k ¼ UNx;j;k; i ¼ 1; . . . ; 3;

otherwise if a1 < 0, then

U1�i;j;k ¼ U1;j;k; UNxþi;j;k ¼ UNx�iþ1;j;k; i ¼ 1; . . . ; 3;

namely reflection is enforced for inflows and Neumann type boundary condition is implemented for

outflows.
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• At w ¼ 0, the boundary condition is given to take into consideration that this is not really a physical

boundary, a ‘‘ghost point’’ at ðw; lÞ for negative w actually is a physical point at ð�w;�lÞ. We thus take
the boundary condition as

Ui;1�j;k ¼ Ui;j;Nlþ1�k; j ¼ 1; . . . ; 3:

Since l appears linearly in a2, the numerical flux ĥh1=2 in the j direction at w ¼ 0 for a given l should be
exactly of the same value and opposite sign as the numerical flux ĥh1=2 in the j direction at w ¼ 0 for �l, if
a central, linear numerical flux formula is taken. Since we use upwind biased WENO, this exact equality

does not hold anymore. To enforce conservation of mass, we average these two fluxes at w ¼ 0 and use

the averaged flux for both l and �l with opposite signs.
• w ¼ wmax is taken as an outflow boundary, with a Neumann type boundary condition

Ui;Nwþj;k ¼ Ui;Nw ;k; j ¼ 1; . . . ; 3;

and the explicit enforcement of ĥhNwþ1=2 ¼ 0 for the last numerical flux in order to enforce conservation of

mass.

• At l ¼ �1 and l ¼ 1, we take the boundary conditions as

Ui;j;1�k ¼ Ui;j;k; Ui;j;Nlþk ¼ Ui;j;Nl�kþ1; k ¼ 1; . . . ; 3;

motivated by the physical meaning of l as the cosine of the angle to the z-axis. We also explicitly impose
ĥh0 ¼ ĥhNlþ1=2 ¼ 0 for the first and last numerical fluxes in order to enforce conservation of mass.

An integration to compute the various moments using the pdf is approximated by the composite mid-

point rule:

Z þ1

0

dw
Z 1

�1
dlbðw; lÞUðt; z;w; lÞ �

XNl

k¼1

XNw

j¼1
bðwj; lkÞUðt; z;wj; lkÞDwDl;

which is at least second order accurate, and is more accurate when U is 0 at the boundaries together with

more of its derivatives—in fact it is infinite order accurate, or spectrally accurate for C1 functions with

compact support. Notice that a mass conservation is enforced with this integration formula and the

boundary conditions taken before.

The Poisson equation (10) for the potential W and the electric field E ¼ �ozW are solved by the standard
central difference scheme, with the given Vbias boundary conditions.
The time discretization is by the following third order TVD Runge–Kutta method [26]:

Uð1Þ ¼ Un þ DtLðUn; tnÞ;

Uð2Þ ¼ 3

4
Un þ 1

4
Uð1Þ þ 1

4
DtLðUð1Þ; tn þ DtÞ;

Unþ1 ¼ 1

3
Un þ 2

3
Uð2Þ þ 2

3
DtL Uð2Þ; tn

�
þ 1
2
Dt
�
;

where L is the approximation to the spatial derivatives and the collision terms:

LðU; tÞ � � o

oz
a1Uð Þ

�
þ o

ow
a2Uð Þ þ o

ol
a3Uð Þ

�
þ sðwÞCðUÞ:

Again, notice that all the values in the calculation of the collision terms in (9) are located at grid points and

thus will not involve any interpolations. We remark that this time discretization only needs three storage

506 J.A. Carrillo et al. / Journal of Computational Physics 184 (2003) 498–525



units per grid point, two for U and one for L. For a 2-D solver (to be developed in the future), storage

will be a paramount consideration, thus we will use the TVD low storage third order Runge–Kutta method

in [10].

Finally, due to the explicit character of the time evolution solver we need to impose the standard CFL

condition for these RK schemes (see [25] for a discussion), that is,

Dt6CFL
Dz

maxðja1jÞ

�
þ Dw
maxðja2jÞ

þ Dl
maxðja3jÞ

�
;

where the maximum is taken over the grid points. Note we are taking maxðja3jÞ over a grid without w ¼ 0.

For the cases we have run, the source collision term is not stiff enough to change the CFL condition de-

termined by the approximations to the spatial derivatives. This CFL condition at first glance may seem

severe, however practical cases shown in next sections demonstrate this is not the case and in fact, CPU

time is much lower than for DSMC simulations.

3. Steady-state results for the diodes

We consider two test examples: Si nþ–n–nþ diodes of a total length of 1 and 0.25 lm, with 400 and 50 nm
channels located in the middle of the device, respectively.

For the 400 nm channel device the dimensional doping is given by ND ¼ 5 1017 cm�3 in the nþ region

and ND ¼ 2 1015 cm�3 in the n region. The grid we use for all the results in this case is 150 40 16. Also
nmultiple ¼ 4.

For the 50 nm one, ND ¼ 5 1018cm�3 in the nþ region and ND ¼ 1 1015cm�3 in the n region. The grid

in this case is 150 144 16, except for the parabolic band cases with Vbias larger than 1V where we have
used 200 points in the w direction to increase the numerical support in that direction. Also nmultiple ¼ 8.

The grids chosen give a converged resolution to a visual inspection for the quantities we are interested

in, verified by grid refinements. We will comment later on the resolution of even coarser grids. We

consider these two test cases with these values of the doping since they have served as references in many

other works in this area during the last few years [5,9,16,23,24]. By conventional wisdom, the first case is
expected to be close to a local equilibrium (shift Maxwellians and their expansions) due to the small jump

in the doping and hence is expected to have small mean free path. However, the second case is considered

to be an example which captures out-of-equilibrium distributions and should show purely kinetic effects

which are not captured by expansions about local equilibria (drift-diffusion like models, classical hy-

drodynamic models, etc.) or by spherical harmonic expansion models (SHE models, etc.). All results

plotted are at the Vbias ¼ 1V, except for the IV-curves which show relationships between current and

voltage bias.

Figs. 1 and 2 show a sequence of pdf�s in the z-direction at locations specified on the captions. We can see
how the pdf changes from being Maxwellian distributions at the contact to shifted distributions along the

channel and finally, it recovers its original Maxwellian shape after the second junction. Also, we can verify

numerically the fact that the distribution function is relatively not far from being an shifted Maxwellian

(corresponding to a diffusion approximation) in the 400 nm case (see Fig. 1 at z0 ¼ 0:5lm and z0 ¼ 0:6lm).
However, we can realize that this is no longer the case in the 50 nm channel test, for higher potential bias.

The pdf in Fig. 2 at z0 ¼ 0:125lm and z0 ¼ 0:150lm shows the formation of a very asymmetric distribution
function with a moderately populated tail that demonstrates purely kinetic features, which is clearly far

from shifted Maxwellians. In order to support this claim we show the pdf at the center of the channel
in both cases in Cartesian coordinates in Figs. 3 and 4. Here we just obtained the Cartesian coordinate

pdf function in terms of U by the change of variables (7). The coordinate variables in the plot are the
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component of the momentum parallel to the force field k3 and the modulus of the orthogonal component.
We point out that pdf�s in terms of k3 averaged over its orthogonal component are the best noise-free results
one could obtain from particle method codes in [7,8]. Here we realize one of the advantages of this method

to other approaches, namely we can obtain a reliable approximation of the pdf and then of all the moments

at each location of the device. This is also the case with the direct steady-state solver in [23].

Fig. 1. Spatial snapshots of the steady-state pdf U1ðz0;w;lÞ for the 400 nm channel with 1V Vbias. From left to right and from top to

bottom at z0 ¼ 0:1, 0.3, 0.4, 0.5, 0.6, and 0.7lm.
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In Figs. 5 and 6 we perform a comparison between the results of the parabolic band approximation and

the nonparabolic (Kane) band approximation at the level of the averaged quantities: density, mean velocity

and energy; and at the level of current–voltage characteristics. Current–voltage characteristics are higher

Fig. 2. Spatial snapshots of the steady-state pdf U1ðz0;w;lÞ for the 50 nm channel with 1V Vbias. From left to right and from top to

bottom at z0 ¼ 0:025, 0.075, 0.100, 0.125, 0.150, and 0.175lm.
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for the parabolic-band case than for the nonparabolic one. Densities are higher for the parabolic-band case

near the second junction and mean velocities are lower throughout the channel.

Finally, we show in Figs. 7 and 8 the comparison between the results with the grids specified above and the

results of coarser grids. In fact, we take just 100 20 8 for the 400 nm channel and 60 36 8 for the 50 nm
channel. It is important to assess the resolution of such coarse meshes with a very fast run; let us just mention

Fig. 4. PdfFxm z-a k S NKV nwT B- xc EwzxxTq iynw 0 = V&yzSM yx bzVnTSyzx EKKVFyxznTS znz-Q - t0,B l cv

.y(v Av DFN F1ðz0; kÞ for the 400 nm channel with 1V Vbias, in Cartesian coordinates at z0 ¼ 0:5lm.
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Fig. 5. Comparison of macroscopic density, mean velocity and energy for the 400 nm channel at 1V Vbias, and their IV-curves between
the nonparabolic band (dashed line) and the parabolic band (solid line). Top left: density q in cm�3; top right: mean velocity u in cm/s;
bottom left: energy W in eV; bottom right: current–voltage curves in cm�2 s�1 versus V .

Fig. 6. Comparison of macroscopic density, mean velocity and energy for the 50 nm channel at 1V Vbias, and their IV-curves between
the nonparabolic band (dashed line) and the parabolic band (solid line). Top left: density q in cm�3; top right: mean velocity u in cm/s;
bottom left: energy W in eV; bottom right: current–voltage curves in cm�2 s�1 versus V .
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Fig. 7. Comparison of macroscopic quantities for the 400 nm channel at 1V Vbias, between a coarse grid (dashed line) and a finer grid
(solid line). Top left: density q in cm�3; top right: mean velocity u in cm/s; bottom left: energy W in eV; bottom right: momentum in

cm�2 s�1.

Fig. 8. Comparison of macroscopic quantities for the 50 nm channel at 1V Vbias, between a coarse grid (dashed line) and a finer grid
(solid line). Top left: density q in cm�3; top right: mean velocity u in cm/s; bottom left: energy W in eV; bottom right: momentum in

cm�2 s�1.
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that the runs for the coarser grids are 10 times faster that the runs for the finer grids. Thismeans about 4min in

a Pentium III 500MHz versus 40min for the 400 nm channel and 12min versus 2 h for the 50 nm channel.

Despite of the oscillations near the junctions we have a very good overall agreement with the finer grid

results. This fact is very encouraging and it makes plausible and feasible the generalization of our approach

to 2-D devices that is currently under consideration.

4. Transients for diodes

In this section we focus on the time-dependent features of the relaxation towards steady states in the

same devices as in the previous section. We only show results for the 400 and 50 nm channel length with the

same grids, data and specifications as explained above in the nonparabolic band case with the Kane dis-

persion relation.

Since our deterministic code allows us to plot pdf at certain locations in the device, we plot the evolution

in time of the pdf at the middle of the channel for both cases in Figs. 9 and 10. In both cases, we realize that

purely kinetic effects appear in some of the plots, for instance, very asymmetrical distributions appear
(remember l ¼ 1 is the direction of the force field and l ¼ �1 is the opposite one). In the 400 nm channel,

the code has been run till 5 ps, we show results only till 3 ps since later changes are minor. Analogously,

for the 50 nm channel we have plotted results only till 1.5 ps although it has been run till 2 ps. We also

observe that relaxation time towards steady state is much shorter for the 50 nm channel than for the 400 nm

channel, as one could expect.

Evolution of macroscopic quantities: density q, mean velocity u, energy W , and momentum is plotted in

Figs. 11 and 13 for both channel lengths. We can deduce from these figures the existence of steep gradient

regions for all of these average quantities and the transient behaviors in density, mean velocity and energy.
Also, plots show that relaxation times for density, mean velocity and energy are in increasing order. Energy

takes more time to stabilize (see Figs. 11 and 13, bottom left) than mean velocity. We remind the reader that

although the runs have been performed till 5 ps for the 400 nm case and till 2 ps for the 50 nm case, we have

plotted the results till the changes in time are irrelevant. In the 400 nm case we can see the existence of a

wave in mean velocity and energy traveling clearly from left to right in the early stages of the evolution. In

the 50 nm case we see that the mean velocity gets more symmetrical as time evolves.

Also we have plotted the time evolution of the momentum. The momentum is known to be constant at

the steady state for a 1-D device. Therefore, we could use this fact to assess the convergence towards steady
state during the time evolution. We can see that the numerical flux for the z-direction (the numerical
momentum) settles down very well when time increases, especially in an average sense, with the largest

residue at the two junctions. Notice that one should always plot the numerical flux, which is the numerical

approximation to the momentum, rather than a re-computed momentum based on the numerically ob-

tained density and velocity: see Fig. 12 for the difference. We remark that the WENO scheme, having a

smooth numerical flux function, is well suited for steady-state calculations using a time evolution. We also

remark that, even with a truly steady-state solver, an iterative procedure is usually still needed to solve the

linear or nonlinear system, and convergence is usually also measured in an average sense.

5. Comparisons to other approximate models

This section is devoted to comparisons to other classical approximations that have been used in the

literature. First, we review very quickly these models and then, we show their performance against our

solver. Simulations to these approximate models are also performed using WENO or ENO schemes. The

last part of this section will be devoted to comparisons to DSMC results.
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5.1. Relaxation-time kinetic system

Let us consider the following simplified one space dimensional relaxation-time approximation [5,17]

to the BTE along flow lines in the direction of the field, that means the wavevector is given by
v ¼ �hk3=m

Fig. 9. Time evolution of the pdf Uðt0; z0;w; lÞ for the 400 nm channel with 1V Vbias, at z0 ¼ 0:5lm from left to right and from top to

bottom at times t0 ¼ 0:5, 1.0, 1.5, 2.0, 2.5, and 3.0 ps.
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df
dt

þ vfz �
e

m� Eðt; zÞfv ¼
1

s
ðMHL

qðf Þ � f Þ ð16Þ

with E given by Poisson equation

Fig. 10. Time evolution of the pdf Uðt0; z0;w;lÞ for the 50 nm channel with 1V Vbias, at z0 ¼ 0:125lm from left to right and from top to
bottom at times t0¼ 0.1, 0.2, 0.4, 0.6, 0.8, and 1.0 ps.
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Vzz ¼
e

�
qðt; zÞ½ � NDðzÞ�; Eðt; zÞ ¼ �Wz: ð17Þ

Here, the relaxation time s ¼ sðjEjÞ depends on the absolute value of the force field in such a way
that the drift speed e

m� sðjEjÞE is linear for small values of jEj with slope v0 (low-field mobility) and
has a horizontal asymptote vs as jEj becomes large (saturation speed). MHL

is the absolute Maxwellian

given by

MHL
¼ ð2pHLÞ�1=2 exp

�
� v2

2HL

�
;

where HL is the lattice temperature, that is, HL ¼ kB
m� TL. For silicon devices a good approximation [5,4,24]

of the mobility based on previous considerations is

e

m� sðt; xÞ ¼ 2v0

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4 v0

vs
Eðt; xÞ

� �2r ; ð18Þ

where v0 ¼ 1400cm2=V s and vs ¼ 1:03 107 cm/s. Systems (16) and (17) will be referred as the RP system.
A WENO solver for this system was introduced in [6].

Fig. 11. Evolution of macroscopic quantities for the 400 nm channel at 1V Vbias. Top left: density q in cm�3; top right: mean velocity u
in cm/s; bottom left: energy W in eV; bottom right: momentum in cm�2 s�1.
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5.2. Classical hydrodynamic system

Another simplified classical model is based on taking moments over the BP system and obtaining a

close system of equations for the evolution of density, mean velocity and energy after some closure as-

sumption. Hydrodynamic models have been extensively studied in the last few years and corrections to

Fig. 13. Evolution of macroscopic quantities for the 50 nm channel at 1V Vbias. Top left: density q in cm�3; top right: mean velocity u in
cm/s; bottom left: energy W in eV; bottom right: momentum in cm�2 s�1.

Fig. 12. Comparison of the momentum after 5 ps for the 400 nm channel in the z-direction by the WENO numerical flux (solid line)

and by directly computing numerically the corresponding integral of the pdf (dashed line).
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classical hydrodynamic models have been proposed [1,24] and references therein. Here, we consider only

the classical models introduced by Baccarani, Woderman, and Blotekjaer [2,3] that were numerically

studied in [12] by ENO methods. These models are derived from a Grad�s moment closure method which
relies on the fact that the pdf is a shifted Maxwellian and other considerations that assume the Fourier

heat flux law combined to the Franz–Wiederman law for the local temperature of the device. This classical

system reads

qt þ ðquÞz ¼ 0; ð19Þ

ðquÞt þ ðqu2 þ pÞz ¼ � e

m� Eq � 1

sm
qu; ð20Þ

ðqW Þt þ ðuW þ up þ qÞz ¼ � e
m
Equ� 1

sw
qðW � WLÞ; ð21Þ

where W is the energy density per particle

W ¼ 3

2
kBT þ 1

2
m�u2 ¼ 3

2

p
q
þ 1
2
m�u2;

where p is the pressure p ¼ qkBT , T is the temperature, and WL is the lattice energy WL ¼ 3
2
kBTL. The heat

flux q is assumed to satisfy Fourier�s law

q ¼ �jqTz:

The momentum relaxation time sm, energy relaxation time sw, and heat flux coefficient j are given by

sm ¼ m�v0TL
eT

;

sw ¼ v0TL
m�

2eT

�
þ 3kBT
2ev2s ðT þ TLÞ

�
;

and

j ¼ 3

2
k2B

smT
m� :

Here, the values of the low-field mobility v0 and saturation speed vs are the same as in the relaxation-time
operator. Of course, Eqs. (19)–(21) are coupled with Poisson equation

Vzz ¼
e

�
qðt; zÞ½ � NDðzÞ�; Eðt; zÞ ¼ �Wz: ð22Þ

The whole hydrodynamic system (19)–(22) will be referred as the HDP system.

5.3. Drift-diffusion equations

The drift-diffusion-Poisson (DDP) system is an approximation of both the BP system and the relaxation-

time system [5,17]. It gives an evolution for the macroscopic density of electrons governed by

qt ¼ oz
e

m� sqE
�

þ sHLqz

�
; ð23Þ
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Vzz ¼
e

�
qðt; zÞ½ � NDðzÞ�; Eðt; zÞ ¼ �Wz: ð24Þ

Here, we consider the same mobility model (18) as for the relaxation-time system.

All previous systems have been numerically simulated and compared at the final time achieved for the

400 and 50 nm channel length diodes, i.e., 5 and 2 ps, respectively. The numerical simulation is based again

in WENO and ENO methods and we refer to [5,12] for details. The results are shown in Figs. 14 and 15.
From our comparisons, we can infer the validity of macroscopic expansions depending on the length

device for the given physical parameters associated to it. In the 400 nm Si channel, Fig. 14 shows that drift

diffusion (DDP) and relaxation (RP) models capture well enough the concentration and underestimate the

mean velocity, however the (RP) model grossly underestimates the energy, due to the fact that optical-

phonon collisions take over and they are not accounted for in the relaxation approximation model (RP).

On the other hand, the hydrodynamic model (HDP) does not do a good job for any of the moments. The

spikes showing in the computation of the density and mean velocity (�velocity overshoot�) are well known
effects due to the nature of the closure which is usually under the assumption that the corresponding pdf is a
shifted Maxwellian. In fact the stationary pdf at the center of the channel, Fig. 3 shows the nature of the

Fig. 14. Comparisons for the 400 nm channel at 1V Vbias, between the full BP system (solid line), relaxation-time kinetic RP system

(dashed line), classical hydrodynamic system HDP (dotted line) and drift-diffusion DDP system (dash-dotted line): top left: zoom of

density q in cm�3; top right: mean velocity u in cm/s; bottom left: energy W in eV; bottom right: momentum in cm�2 s�1.
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anisotropy, which makes a gross deviation from a Maxwellian state. Even though these spikes can be

‘‘eliminated’’ by several methods which involve fitting of parameters, we have not taken them into account

here.

We point out that a consequence of our deterministic computation is the need of a major correction to

the derivation of hydrodynamic closures for charged transport in inhomogeneous structures, even at the

0:4lm scale, where they are currently accepted.

Clearly, for the 50 nm channel, it becomes imperative to abandon any classical macroscopic approxi-

mation based on either hydrodynamics or relaxation as seen in Fig. 15. Energy becomes too large and the
stationary pdf, as shown in Fig. 4, becomes multi mode and too anisotropic to be captured by an evolution

of spatial variations of statistical approximations to its moments.

This is a clear evidence of the need of domain decomposition coupling kinetic and macroscopic deter-

ministic computations to incorporate higher dimensional space inhomogeneities.

5.4. DSMC simulations

We compare Monte Carlo simulations (DSMC) with BP results, in Figs. 16–19. The scattering and the

physical parameter used in both cases are the same. This is essential to meaningful comparisons. The only

Fig. 15. Comparisons for the 50 nm channel at 1V Vbias, between the full BP system (solid line), relaxation-time kinetic RP system

(dashed line), classical hydrodynamic system HDP (dotted line) and drift-diffusion system DDP (dash-dotted line): top left: zoom of

density q in cm�3; top right: mean velocity u in cm/s; bottom left: energy W in eV; bottom right: momentum in cm�2 s�1.
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difference is in the spatial boundary conditions. For the DSMC the particle behavior at the boundaries is

driven by the assumption of a local charge neutrality and thermal equilibrium. In particular, after each
time step, charge neutrality is examined at boundaries. If in a boundary cell we have a net accumulation

of charge greater then the target density, some particles will leave the device. Otherwise, some particles

should be injected into the device only if this addition will reduce the net deviation from the charge

neutrality. Having decided to add a particle, its velocity must be directed into the devices and its energy

chosen randomly but according a Maxwellian distribution. We remark that in the nþ–n–nþ diode

boundary cells lie in high doping regions, so only a few particles enter or leave for every time step, since

the nþ regions are regions of quasi neutral charges away from the junctions. Thus, the entering particles

modify the carrier distribution only near the boundaries. Boundary conditions for BP should take into
account the characteristic information of the streaming operator. However, to stay as close to the nu-

merical boundary conditions adopted in the DSMC as possible for the purpose of a comparison, we have

used a reflecting boundary condition for the inflow and Neumann type boundary condition for the

outflow.

The boundary conditions for DSMC are simple and reasonable, but they are not completely justified by

means of physical or mathematical arguments. We note, in fact, that drifted Maxwellian distributions are

Fig. 16. Comparisons for the 400 nm channel at 1V Vbias, between the full BP system by the DSMC method (solid line) and by the

deterministic WENO solver (dashed line): top left: zoom of density q in cm�3; top right: mean velocity u in cm/s; bottom left: energy W
in eV; bottom right: momentum in cm�2 s�1.
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Fig. 18. Comparison of the IV-curves between the deterministic WENO solver (dashed line) and the DSMC method (solid line) for the

400 nm channel.

Fig. 17. Comparisons for the 50 nm channel at 1V Vbias, between the full BP system by the DSMC method (solid line) and by the

deterministic WENO solver (dashed line): top left: zoom of density q in cm�3; top right: mean velocity u in cm/s; bottom left: energy W
in eV; bottom right: momentum in cm�2 s�1.
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real static and stationary solutions of the Boltzmann equations in the case of perfect gas, where only

particle-particle scattering is considered. These solutions, which give a vanishing collision integral, are also

related to the entropy through H-Theorem and to asymptotic behavior of time-dependent solutions. In this

paper the Boltzmann equation (1) describes the evolution of an electron gas inside a crystal and only

electron–phonon scattering is taken into account. Now, following [14] the equation Qðf Þ ¼ 0 gives again a

Maxwellian distribution function, but having null drift velocity and the same temperature of the lattice.

Moreover, there exist other infinite solutions given by the product of the above Maxwellian and an arbi-
trary periodic function of e with period equal to �hx. Hence, drifted Maxwellian is not a mathematical or
physical solution of Eq. (1). The only physical argument to justify the choice of these boundary conditions

for DSMC simulations is the following: The electrons are injected into the semiconductor through a

contact, where we assume that the electrons move freely or collide only with other electrons. So, it is clear

that we are neglecting interactions with the other particles of the contact and assuming that the injected

electrons have the same temperature of the lattice. Of course this is only an approximation. In principle the

problem of a correct distribution of injected electrons can be solved by introducing a transport equation for

these and suitable boundary conditions in the contact.
In Monte Carlo (DSMC) simulations particles have one spatial component z and three dimensions for

the wavevector k. It is thus a time plus one spatial dimension plus three wave dimension simulation. Let s be
the mean free time. Each particle has its own mean free time, which changes randomly after every collision.

The particle moves (drift motion) in 1-D space according to the Newton�s law, where the force is exactly the
z-component of the electric field evaluated by solving the Poisson equation, during an interval having s
length. During this time of free flight only the spatial coordinate and z-component of the velocity change

(this involves both the third component of k and the electron energy, since we are considering the Kane
model). After this time step, for fixed time and space, particles collide according to the probability of
scattering. Hence, only the energy of the particle changes and therefore the three components of the wave-

vector. This makes reasonable the comparison with the WENO-solver of BP.

The comparisons between BP and DSMC show a very good agreement, particularly for the IV-curves in

Figs. 18 and 19, which are averaged quantities. The most noticeable difference is in the energy plots (Figs.

16 and 17, lower left graphs) near the boundaries. This is probably due to the fact that in DSMC electrons

are injected according to a Maxwellian distribution. We note that, for the smaller device, the electric fields

are very strong. In fact, the velocity in the center of the diode is almost twice the saturation velocity.

Nevertheless, we obtain smooth solutions from the BP simulations. On the other hand, the DSMC results

Fig. 19. Comparison of the IV-curves between the deterministic WENO solver (dashed line) and the DSMC method (solid line) for the

50 nm channel.
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are very noisy. Also for such 1-D devices, the deterministic BP simulations by our WENO solver is much

faster than the DSMC simulations. As we mentioned before, the deterministic BP simulations also have the

advantage of easy comparisons with hydrodynamic and other moment models, accurate solutions both for

large or small electric field (the small electric field case is difficult for DSMC due to the noises), easiness for

time transient simulations, and for the determination of scattering parameters (these parameters often need

to be changed in order to fit the experimental data).

As a final remark, we point out that our results show the possibility that, also in the case of electron kinetic

theory, a convergence theorem of Monte Carlo dynamics to the Boltzmann equation may be established.

6. Conclusions

We have developed a new deterministic simulation tool for the one spatial dimensional Boltzmann

Poisson system, based on a high order WENO scheme, and performed a detailed study of numerical

comparisons between our deterministic simulation tool and the DSMC simulations as well as various other

simplified models. This new deterministic simulation tool allows the evaluation of the electron probability
density function (pdf) for plasma simulations at nano scales and provides a calibrator of stationary non-

statistical-equilibrium states and their corresponding macroscopic approximations for the evolution of their

observable quantities. It becomes a reliable bench mark for determining the range of validity of moments

equations for a given channel and voltage bias. It is also a more informative tool, capable of computing

transients for the pdf, at a much smaller cost than the classical Monte Carlo solvers to obtain reliable and

not noisy data for the 1-D devices. Higher dimensional extensions of the WENO solver for the Boltzmann

Poisson system are currently under way.
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